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We first review transport of intensity and phase and show their use as a convenient tool to directly determine the
unwrapped phase of an imaged object, either through conventional imaging or using digital holography. For both
cases, either the traditional transport of intensity and phase, or with a modification, viz., electrically controllable
transport of intensity and phase, can be used. The use of digital holography with transport of intensity for 3D
topographic mapping of fingermarks coated with columnar thin films is shown as an illustrative application of this
versatile technique. ©2024Optica PublishingGroup under the terms of theOpticaOpen Access Publishing Agreement
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1. INTRODUCTION

The phase retrieval problem has a history spanning many
decades [1] and manifests in numerous scientific disciplines
including astronomy [2,3], electron microscopy [4,5], x-ray
crystallography [6,7], and optical imaging [8–10]. As pointed
out by Oppenheim and Lim [11], in the Fourier representa-
tion of signals, the phase content alone may contain most of
the important information, and in many cases is enough to
completely reconstruct the signal to within a scale factor. The
measurement of phase began with Zernike [12] and Nomarski
[13] for their respective inventions of the phase contrast and dif-
ferential interference contrast microscopes, which were limited
to only qualitative measurements. Advancements in computing
capabilities and the use of digital image sensors [14] eventually
led to quantitative phase imaging methods, which have had sig-
nificant impacts in optical metrology [15–18] and biomedical
imaging [19–21]. Quantitative phase measurement techniques
fall into two distinct categories, namely, interferometric [22,23]
and non-interferometric [24–27].

Digital holography (DH) is an interferometric technique of
obtaining phase information whereby holograms are recorded
on a CCD or CMOS detector and numerically reconstructed
using a computer [28–30]. Allowing both 3D and quantitative
phase images of objects to be recovered, DH has been suc-
cessfully employed in non-destructive testing and metrology
[31], microscopy [32,33], particle flow measurements in 3D
space [34], 3D imaging of biological samples [35], 3D image
encryption [36], 3D object recognition [37], 3D tomographic
imaging [38], 3D surface shape measurement with nanometer
depth sensitivity [39], ultrafast 3D optical imaging [40], and

3D imaging with a single-pixel detector [41,42]. Various system
architectures exist for DH, such as phase-shifting DH [43–47]
where the object and reference beams are nominally copropa-
gating to the image sensor and multiple holograms are recorded
with a phase shift applied to the reference beam between each
recording, and off-axis DH [48–53] where a slight angle is
introduced between the object and reference beams as they
propagate to the image sensor. The off-axis setup allows sepa-
ration of the object-wave information from the unwanted DC
and twin image components by filtering in the spatial frequency
domain or spatial separation after reconstruction. In the first
case, after isolation of the object-wave information, a 2D inverse
Fourier transform followed by numerical back propagation
to the object plane recovers the complex amplitude and phase
image of the object [22,28,54]. The phase image reconstructed
from the digital hologram is a wrapped phase, meaning it must
be unwrapped to obtain the true phase. This can be done using
a phase unwrapping algorithm such as the phase unwrapping
max-flow algorithm (PUMA) [55]. While other phase unwrap-
ping algorithms exist [56,57], PUMA is chosen primarily by our
group due to its speed and robustness.

The transport of intensity is a non-interferometric method
for phase retrieval capable of recovering the true phase of
an object without the need for phase unwrapping [24,58].
The transport of intensity equation (TIE) is derived from
the Helmholtz equation under the paraxial approximation
[59,60], and is a deterministic phase retrieval method requiring
a minimum of two axially separated intensity images. Multiple
intensity images are required to estimate the axial intensity
derivative using finite difference methods, and much work
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has been done to improve the accuracy of the phase retrieval
by improving the axial intensity derivative estimate. This has
been done using higher-order intensity derivative estimates
with equally spaced defocus planes [61,62], exponentially
spaced defocus planes with Gaussian regression fitting of the
axial intensity derivative [63], and simultaneous recording of
defocused intensity images using volume holograms [64], which
eliminates the need for any axial displacement of the image
sensor or the object during recording. Other single-shot archi-
tectures for TIE-based phase imaging include using computer
generated holograms (CGHs) at a Fourier plane of the object
to generate defocused point spread functions [62], and tilted
mirrors in a Michelson interferometer [65].

Banerjee et al. [66] derived the TIE independently along
with the associated transport of phase equation (TPE), which
are the imaginary and real parts of the paraxial wave equation,
respectively. The imaginary part of the paraxial wave equation,
or TIE, represents the conservation of energy for a propagating
electromagnetic wave, while the real part, or TPE, is the eikonal
equation in the presence of diffraction [67]. The complex
amplitude and phase must satisfy both the real and imaginary
parts of the paraxial wave equation simultaneously, and several
numerical methods exist to find the solution. Among them are
the fast Fourier transform (FFT) methods [68–70], discrete
cosine transform (DCT) methods [71,72], matrix methods
[73,74], and iterative methods such as the Gerchberg–Saxton
algorithm [75], input-output approach [76], and the Jacobi
iteration algorithm [77]. For a comparison of various iterative
algorithms for phase retrieval from intensity images, the reader
is referred to [78–80]. In 2016, Basunia et al. [81] demon-
strated improvements in the phase retrieval through a recursive
calculation of the phase and intensity using the TIE and TPE,
respectively, with the TPE being solved each time using a Gauss–
Seidel iterative method [82]. Zhang et al. [83] in 2017 showed
that finite difference methods for solving the TIE provide better
accuracy than traditional FFT-based methods at the cost of
longer computation times. A non-recursive method incorpo-
rating the TPE as a correction factor to the TIE was introduced
by Zhou and Banerjee [67,84], improving the accuracy of the
phase retrieval while maintaining low computation times.
Another approach to improve the accuracy of TIE-based phase
retrieval is to reduce the experimental errors, a significant source
of which can be the axial translation of the image sensor or object
during recording of intensity images at multiple defocused
planes, leading to transverse (x , y ) displacements between the
recorded intensities. Gupta et al. [85,86] proposed a method
using electrooptic (EO) materials such as liquid crystals (LCs)
to electrically control the optical path length (OPL) between
the object and the image sensor, thereby requiring no physical
movement. A similar approach was taken by Chen et al. [87],
where an LC phase shifter was used to manipulate the refractive
index through which the object wave propagates, and a new
equation relating intensity and phase was derived with respect
to the variation of refractive index. In 2022, a phase retrieval
method using the modified TIE with the TPE [67] correction
factor employing electrically controllable OPL was proposed,
and the corresponding modified TPE was also derived and can
be used to enhance the accuracy of the modified TIE [88].

Individually, DH and TIE are methods of obtaining quanti-
tative phase information about a given sample, whether that is a
phase image, 3D surface profile, or refractive index distribution,
with each method having its own strengths and weaknesses. For
example, DH is an interferometric method requiring (usually)
coherent light sources and a separate (reference) wave to inter-
fere with the object wave, resulting in speckle noise, increasing
alignment difficulties and susceptibility to environmental
noise. In addition, digital holograms provide wrapped phase
information that must be unwrapped using phase unwrapping
algorithms that can be computationally taxing. However, only a
single recorded hologram is necessary to obtain full 3D complex
phase and amplitude information [89–91]. The TIE approach,
being non-interferometric, uses simpler experimental setups
that are less sensitive to environmental noise, albeit at the cost
of having to take numerous intensity images at various axial
planes. Additionally, the TIE operates on several assumptions
that may not always be satisfied in experimental conditions,
and low intensity values at the image plane or poorly defined
phase boundaries in the transverse dimension cause problems
when solving the TIE [24,92]. There is much recent work in
the comparison of DH and TIE methods for QPI, especially in
microscopy and imaging of biological samples that present as
phase objects, such as live cells [93–97].

In 2013, a novel approach for phase demodulation in 3D
digital holographic imaging via combination of DH and TIE
methods was proposed by Zuo et al. [98], providing a means
to directly recover the true phase and depth information of
an object from its recorded hologram while avoiding phase
unwrapping problems. Memarzadeh et al. [99] combined the
TIE with tomography to recover the true 3D shape of both
stationary and moving phase and amplitude objects in 2014.
It has also been shown that the TIE can be used to remove the
quadratic phase aberration inherent in phase images retrieved
using DH [100], solve the twin image problem in in-line holo-
graphic x-ray imaging [101], reduce the speckle noise in phase
images extracted from off-axis digital holograms [102], improve
the accuracy of phase retrieved from single-shot digital holo-
grams for materials monitoring [103], and provide benefits
to 3D polarization imaging [104]. In 2018, Zhou et al. [105]
presented a method where multiple intensity images are recon-
structed at different axial planes from a single digital hologram,
and then those intensity images are used as the inputs to the TIE,
from which the unwrapped phase is then recovered. With this
approach, the TIE acts as a phase unwrapping algorithm for
the DH-based phase retrieval, and the digital hologram recon-
struction process allows the employment of the TIE without
needing to physically translate any optics to record the multiple
intensity images [106,107]. Recently, phase retrieval through
off-axis DH with a modified TIE+TPE correction factor using
electrooptic materials for electrically programmable optical
path lengths was proposed [108]. The DH+TIE+TPE
method, both with and without LCs, has been verified as an
interferometric, deterministic phase retrieval technique that
gives the unwrapped phase of the reconstructed object while
eliminating the need for physical translation of the image sensor
or object and has been utilized for recovering the 3D height
profile of fingermarks coated with a columnar thin film (CTF)
[109]. It should be noted that the use of the FFT-based TIE to
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recover the unwrapped phase from a digital hologram imposes
the assumption of periodic boundary conditions onto the phase
of the digital hologram. Since phase recovery using DH alone
requires no specific boundary conditions, using the FFT-based
TIE for unwrapping could cause phase-boundary artifacts in the
recovered phase profile. One way to avoid this issue is to ensure
that the intensity images used in the TIE go zero at the bound-
aries, either by cropping a larger area from the reconstructed
intensity images or by zero-padding the intensity images before
employing the TIE.

The rest of this manuscript is organized as follows. Section 2
begins with a brief derivation of the TIE, TPE, and the correc-
tion factor used to improve the phase retrieval when using the
combined non-recursive TIE+TPE. Results of simulations
comparing the performance of non-recursive TIE+TPE
over TIE alone for phase retrieval are shown. Section 3 shows
unwrapped phase retrieval from simulated off-axis digital holo-
grams using TIE, followed by experimental results obtained
using TIE to recover the 3D topograms of CTF-coated finger-
marks. Section 4 re-derives the TIE+TPE with consideration
of electrically controllable optical path lengths using LCs.
Section 5 compares the phase retrieval results of DH+TIE and
DH+TIE+TPE with electrically programmable optical path
lengths. Section 6 then concludes the paper.

2. CONVENTIONAL TIE, TPE, AND TIE + TPE

TIE can be derived from the approach proposed by Teague and
represents the law of light energy conservation [59,60]. The
TIE is applied to phase retrieval. It is a partial differential equa-
tion (PDE) derived from the Helmholtz equation or paraxial
wave equation for the envelope of the optical field E e (x , y ; z)
propagating in free space [24]. Upon substituting the optical
field as

E p(x , y , z)= E e (x , y ; z)e− j ko z
;

E e (x , y ; z)=
√

I (x , y ; z)e− jϕ(x ,y ;z), (1)

and under the assumption of near-uniform intensity, which
typically is true for a phase object near the image plane, the PDE
takes the form

∇
2
⊥
ϕ(x , y ; z)+ k0

1

I (x , y ; z)
∂ I (x , y ; z)

∂z
≈ 0. (2)

In Eq. (2), ϕ(x , y ; z) is the phase; I (x , y ; z) is the optical
field intensity; k0 is the wavenumber (or propagation constant)
and is related to wavelength; ∇2

⊥
= E∇⊥ · E∇⊥, where E∇⊥ is the

transverse gradient operator; and z denotes the longitudinal dis-
tance around the image (or object) plane, which may be denoted
as z= z0. Without loss of generality, we can set z0 = 0. The
parameter z in an equation like Eq. (2) will be simply replaced
by z= z0 = 0, and the z-derivative of a dependent variable such
as the intensity I (x , y ; z) around z= z0 = 0 will be denoted
by ∂ I (x ,y ;0)

∂z . Equation (2) can be solved using the fast Fourier
transform (FFT) to obtain the solution of the phase as [84]

ϕ(x , y ; 0)=F−1

{
1

k2
x + k2

y
F
{

k0

I (x , y ; 0)
∂ I (x , y ; 0)

∂z

}}
,

(3)
whereF andF−1 are the forward and inverse Fourier transform
operators, and kx and ky are spatial frequency variables.

Similarly, the TPE can also be derived from the real part of the
Helmholtz equation or paraxial wave equation and incorporates
the effect of diffraction [84]. It is expressed as [88]

E∇⊥ϕ(x , y ; 0) · E∇⊥ϕ(x , y ; 0)+ 2k0

(
∂ϕ(x , y ; 0)

∂z

)

=

E∇
2
⊥

√
I (x , y ; 0)

√
I (x , y ; 0)

. (4)

Ideally, the TIE and TPE can be solved recursively to obtain
the true solution to phase [81]. It has been recently shown that
the TIE solution can be improved by incorporating a correction
factor from the TPE without the need for a recursive solution.
The non-recursive TIE+TPE can be expressed as [67]

ϕ(x , y ; 0)=F−1

{
1

k2
x + k2

y
F
{

k0µ(x , y ; 0)
I (x , y ; 0)

∂ I (x , y ; 0)
∂z

}}
,

(5)
whereµ(x , y ; 0) is a correction factor that, under the condition
of near constancy of the intensity, is given as [67]

µ(x , y ; 0)= 1+
1

k0
∂ I (x ,y ;0)

∂z

E∇⊥ I (x , y ; 0) · E∇⊥ϕ(x , y ; 0)

+
1

k0

∂ϕ(x , y ; 0)
∂z

,

(6)

with ∂ϕ(x ,y ;0)
∂z being calculated from the TPE in Eq. (4).

Equation (6) shows the local refractive index µ(x , y ; 0) in
the TIE, which can be thought of as the virtual refractive index
profile of an effective inhomogeneous medium due to nonuni-
formity in the intensity profile, can be adapted and utilized as
a correction in the TIE. The TIE is solved once again using the
correction factor and shows a reduction of errors upon applying
Eq. (6).

A. Example: Unwrapped Image Phase Retrieval
Using TIE, TIE + TPE

Simulations done by Zhou et al. [67,84] have shown conclu-
sively that phase retrieval using the non-recursive TIE+TPE
method results in a reduction of errors compared to the TIE
alone. The errors that are reduced by the correction factor in
the TIE+TPE method are those stemming from the finite dif-
ference estimation of the axial intensity derivative at the image
plane and the nonuniformity of the intensity at the image plane.
Recall that the derivation of Eq. (2) relies on the assumption
of uniform intensity at the image plane so that the intensity
term I (x , y ; 0) can be pulled outside of the transverse gra-
dient operator. Under the constant-intensity assumption,
E∇⊥ I (x , y ; 0)= 0 and

E∇
2
⊥

√
I (x ,y ;0)

√
I (x ,y ;0)

= 0, meaning that the
correction factor of Eq. (6) can be rewritten as
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Fig. 1. (a) Intensity and (b) phase of the designed Gaussian phase object for simulation. The intensity is designed as a uniform distribution, which
indicates the object is an ideal phase object. The maximum phase value of the Gaussian phase is 60 rad with a width of 1 mm [84].

µ(x , y ; 0)=

√
1+

1
√

I (x , y ; 0)

∂2
√

I (x , y ; 0)
∂z2

−
1

k0

E∇⊥ϕ(x , y ; 0) · E∇⊥ϕ(x , y ; 0), (7)

where the axial derivative of the phase substituted into Eq. (6) is given by

∂ϕ(x , y ; 0)
∂z

=

√
k2

0 +
1

√
I (x , y ; 0)

∂2
√

I (x , y ; 0)
∂z2

− E∇⊥ϕ(x , y ; 0) · E∇⊥ϕ(x , y ; 0)− k0. (8)

Simulations are done for a pure phase object having a
Gaussian phase distribution and uniform amplitude at
the image plane z= 0. The simulated object is an array of
2880× 2880 pixels with 5 µm pitch, illuminated with 650 nm
wavelength coherent light, and the Gaussian phase has a peak of
60 rad and a width of 1 mm as shown in Fig. 1.

When the object is located at the plane z= 0, the convo-
lution between the object field and the impulse response for
propagation gives the optical field at the two defocused planes,
from which the intensity is easily found [84]. The defocus dis-
tance used in these simulations is1z=±10 µm, and the three
intensity images at the planes z=−1z, 0, 1z are shown in
Figs. 2(a)–2(c), respectively. From the three intensity images,
the phase distribution at the focal plane is found using the
FFT-based TIE and shown in Fig. 2(d).

The recovered phase distribution, along with the three inten-
sity images, is now employed to calculate the correction factor
as defined in Eq. (7). Once calculated, the correction factor
is substituted into the updated TIE+TPE, Eq. (5), which is
solved to recover the phase distribution. The comparison of
the phase distributions recovered from the FFT-based TIE and
TIE+TPE methods for a uniform amplitude Gaussian phase
object is shown in Figs. 3(a) and 3(b), respectively.

To quantitatively determine which method performs better,
they are analyzed using the root mean square error (RMSE),
defined as

RMSE

=

√√√√ 1

M × N

M∑
i ′=1

N∑
j ′=1

[
ϕretrieved

(
i ′, j ′

)
− ϕground truth

(
i ′, j ′

)]2
,

(9)

where M = N = 2880, the number of pixels in each dimension;
ϕground truth(i ′, j ′) is the phase of the Gaussian phase object with
peak phase of 60 rad and a width of 1 mm; and ϕretrieved(i ′, j ′) is
the recovered phase profile at the focal plane. The RMSE metric
is used to compare the two methods to the ground truth, with a
smaller value meaning a closer match, or less error. The RMSE
value for the FFT-based TIE and TIE+TPE methods, respec-
tively, are 3.87× 10−3 rad and 1.11× 10−3 rad, confirming
that the TIE+TPE outperforms the FFT-based TIE with a
67% reduction in error for a uniform amplitude Gaussian phase
object.

Next, the TIE+TPE phase retrieval is tested against an
object with non-uniform intensity, and RMSE between the
ground truth phase and the recovered phase is compared to that
of the FFT-based TIE. To simulate the non-uniform intensity
at the focal plane [see Fig. 4(a)], a Gaussian profile with peak
amplitude of 0.01 rad and width of 1 mm is added to the uni-
form intensity profile seen in Fig. 1(a), with the phase profile
remaining the same as in Fig. 1(b). Since the intensity is non-
uniform at the focal plane, the relations E∇⊥ I (x , y ; 0)= 0 and
E∇

2
⊥

√
I (x ,y ;0)

√
I (x ,y ;0)

= 0 are no longer valid, meaning the correction
factor and axial phase derivative shown in Eqs. (7) and (8) do not
apply. Instead, the correction factor shown in Eq. (6) is used, and
the axial phase derivative ∂ϕ(x ,y ;0)

∂z can be found by rearranging
Eq. (4). After this, the same process is followed to recover the
phase of the object for both the FFT-based TIE method and the
TIE+TPE method, results of which are shown in Figs. 4(b)
and 4(c), respectively. One-dimensional line profiles taken from
Figs. 4(b) and 4(c) are plotted and shown in Fig. 4(d) along with
the ground truth phase of the simulated object. The insets of
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Fig. 2. Generated intensity images at the plane (a) z=−1z; (b) z= 0; (c) z=+1z. (d) Phase distribution at the image plane z= 0 computed by
FFT-based TIE [84].

Fig. 3. Phase retrieval results using FFT-based (a) TIE and (b) TIE+TPE for the Gaussian phase object having a maximum phase of 60 rad and a
width of 1 mm [84].

Fig. 4(d) show a more detailed comparison between the phase
retrieval methods.

The RMSEs are calculated between the retrieved phase and
ground truth phase for each method, giving 0.3057 rad for the
FFT-based TIE and 0.1842 rad for the TIE+TPE, showing
again the superiority of the latter.

3. UNWRAPPED PHASE RETRIEVAL DURING
IMAGE RECONSTRUCTION FROM OFF-AXIS
DIGITAL HOLOGRAM USING TIE

As discussed in Section 2, the TIE solution for the phase around
the image plane can be written as [109]

ϕ(x , y ; 0)

=F−1

{
1

k2
x + k2

y
F
{

k0

I (x , y ; 0)
∂ I (x , y ; 0)

∂z

}}

≈F−1

{
1

k2
x + k2

y
F
{

k0

1z
I (x , y ;1z)− I (x , y ; −1z)
I (x , y ;1z)+ I (x , y ; −1z)

}}
.

(10)

From a preliminary verification, we observe that using
I (x , y ; 0)= [I (x , y ;1z)+ I (x , y ; −1z)]/2 has a better
accuracy performance than using I0(x , y ; 0), which is the
captured image plane intensity. The various intensities on the
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Fig. 4. (a) Non-uniform intensity profile of simulated object used to test the performance of the TIE+TPE phase retrieval method. Phase
retrieval results using (b) TIE+TPE and (c) FFT-based TIE for object with phase in Fig. 1(b) and intensity in (a). (d) Extracted line profiles across
the center of (b) and (c) along the x -axis. The insets are the zoomed-in plots of the Gaussian phase peak and the right edge of the lobe [84].

Fig. 5. Schematic of experimental setup used to record digital
holograms, where M1 and M2 are planar mirrors, and BS1 and BS2 are
50/50 beam splitters.

right side of Eq. (10) needed to calculate ∂ I (x ,y ;0)
∂z around the

reconstruction plane can be obtained during reconstruction
from a digital hologram simply by numerical propagation
through defocusing distances ±1z around the image plane.
Equation (10) shows no phase unwrapping is needed during
phase retrieval using TIE [109]. The concept of DH + TIE
consists of three steps [109]:

1. recording the digital hologram from the object as shown in
Fig. 5;

2. reconstructing intensity profiles at two slightly defocused
planes around the image plane; and

3. employing TIE using these intensity images to retrieve the
unwrapped phase and, hence, the object’s topography.

All the simulations for numerical propagation of the optical
fields, including reconstruction of digital holograms, are done
using MATLAB software. Simulations are done by applying the
FFT algorithm [84].

A. Example 1: Simulation of Unwrapped Phase
Retrieval from Off-Axis Digital Hologram Using TIE

Simulating the unwrapped phase retrieval from an off-axis
digital hologram using TIE requires first that we simulate
the hologram, which is referred to as a computer-generated
hologram (CGH) [107]. The object has uniform intensity,
and a Gaussian phase profile with a width of 0.5 mm and peak
phase of 60 radians simulated using a 1024× 1024 array with
4.65 µm pixel pitch, as shown in Fig. 6. The object field at the
object plane z= 0 is written as Eo0(x , y )= Eo (x , y ; z= 0)=
A0(x , y )e− jϕ0(x ,y ), with |A0(x , y )|2 representing the uni-
form intensity in Fig. 6(a), and ϕ0(x , y ) representing the
Gaussian phase profile shown in Fig. 6(b). The plane wave
reference field at the hologram plane z= d is written as
Er (x , y ; z= d)= Ar (x , y )e− jϕr (x ,y )e− j (k0x x+k0y y ), where
Ar (x , y ),ϕr (x , y ) represent the amplitude and phase of the ref-
erence field, respectively, and are taken to be constants in these
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Fig. 6. Simulated object with uniform intensity and a Gaussian phase profile having a maximum phase value of 60 rad and width of 0.5 mm, for a
wavelength of 514.5 nm. (a) Intensity of the object; (b) phase of the object [107].

simulations. The terms k0x = k0 sin(θx ) and k0y = k0 sin(θy )

are the carrier frequencies introduced by the slight angular
deviation of the reference field with respect to the propagation
vector of the object field in the off-axis DH configuration, where
θx and θy are the tilt angles in the x and y directions, respec-
tively, and k0 = 2π/λ is the wavenumber for a wavelength of
λ= 514.5 nm [107].

The recorded hologram is the interference of the diffracted
object field Eod(x , y ; z= d) and the plane-wave reference field
Er (x , y ; z= d) at the hologram plane z= d . The diffracted
object field is calculated by a convolution of the original object
field with the impulse response of propagation, giving

Eod(x , y )= Eo (x , y ; z= d)= Eo0(x , y ) ∗ h p(x , y ; z= d) ,
(11)

where the asterisk (∗) denotes the convolution operation and the
impulse response for propagation h p(x , y ; z) is given by [105]

h p(x , y ; z)∝
e− j k0
√

x2+y 2+z2√
x 2 + y 2 + z2

. (12)

The hologram function can be approximated to within a
proportionality constant by the intensity of the interference
between the diffracted object field and the tilted plane-wave ref-
erence field, resulting in the simulated or computer-generated
hologram (CGH) function [see Fig. 7(a)]

hϕr (x , y ; d)∝
∣∣∣E od(x , y )+ Ar (x , y )e− jϕr (x ,y )e− j(k0x x+k0y y)

∣∣∣2
= |E od(x , y )|2 + A2

r (x , y )+ E od(x , y )Ar (x , y )

× e jϕr (x ,y )e j(k0x x+k0y y)

+ E ∗od(x , y )Ar (x , y )e− jϕr (x ,y )e− j(k0x x+k0y y).
(13)

The first two terms in Eq. (13) correspond to the zeroth-
order, or dc, components of the diffracted object and plane-wave
reference fields, respectively, while the third term contains the
object information we desire, and the fourth term is a twin
image of the third term. Concentrating on the third term (vir-
tual image), it must be isolated from the dc terms and twin
image term. This can easily be done in the spatial frequency

domain by applying a bandpass filter [107], after which the
chosen spectrum is centered, zero-padded back to the original
array size, and then multiplied by the plane-wave reference
field to obtain the reconstructed object field at the hologram
plane z= d . Then, back-propagation is used to get the recon-
structed object field at and around the object plane, namely, at
z=−1z, 0, and1z, with1z chosen to be 0.1 mm for these
simulations. From the object field reconstructions at the planes
z=−1z, 0, and1z, one easily obtains the three respective
intensity images I−1(x , y ), I0(x , y ), and I1(x , y ).

From here, the two reconstructed intensity images at the
defocus planes ±1z, respectively shown in Figs. 7(b) and
7(c), are used with the TIE, under the assumption of uni-
form intensity at the object plane, to recover the unwrapped
phase of the object. Using Eq. (11), the unwrapped phase of
the object under the conditions (a) I (x , y )= I0(x , y ) and
(b) I (x , y )= I1(x ,y )+I−1(x ,y )

2 are found and compared with the
phase recovered from using single-wavelength DH (SWDH)
after employing the PUMA phase unwrapping algorithm. The
recovered phases for the three methods are shown in Fig. 8.
The mean square error (MSE) between the recovered phase
and the ground truth phase of the simulated object is used as
a performance metric to compare each of the methods. The
results are listed in Table 1.

B. Example 2: Phase Retrieval and Fingermark
Topography Using Off-Axis DH and TIE

This subsection presents a combination of DH and TIE meth-
ods to acquire and analyze fingermark specifics [109]. A typical
off-axis setup for holographic recording where the object field
is light reflected from a CTF-coated fingermark is utilized
to digitally record holograms of partial bloody fingermarks
[109,110]. Different fingermarks, such as environmentally
stressed [111,112] and partially bloody fingermarks [113] on a
diversity of nonporous substrates, are first developed by coating
with nanoscale CTFs. The choice of CTFs has been shown to
preserve height unlike a simple thin film. Also, CTFs of simple
metals and dielectrics have been tried, and the materials best
suited for a given substrate have been used, viz., chalcogenide
glass for the substrates under investigation [114,115].
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Fig. 7. (a) CGH generated from an off-axis setup; simulated digital hologram of the simulated object with uniform intensity and Gaussian phase
profile having a peak phase of 30 rad and width of 0.5 mm. Reconstructed intensity images at the plane of (b) z=1z and (c) z=−1z [107].

Fig. 8. Retrieved phase using off-axis DH+TIE: (a) I (x , y )= I0(x , y ) and (b) I (x , y )= I1(x ,y )+I−1(x ,y )
2 for an object with Gaussian phase pro-

file and peak phase of 30 rad. (c) Retrieved phase using SWDH after unwrapping with PUMA for the same object in (a) and (b) [107].

Table 1. MSE for Off-Axis DH and DH+ TIE
Reconstructions

Method MSE (5 rad) MSE (30 rad) MSE (60 rad)

DH+TIE (I = I 0) 0.0098 0.0070 0.0039
DH+TIE (I = I+1+I−1

2 ) 0.0697 0.0843 0.1118
SWDH 0.0069 0.0070 0.0070

A hologram is recorded with the coherent laser light from an
Ar-ion laser tuned to λ= 514.5 nm. For recording the holo-
gram, a modified Mach–Zehnder interferometer previously
shown schematically in Fig. 5 is used. A detailed setup is illus-
trated in Fig. 9(a). The laser beam is collimated and expanded
by a spatial filter assembly and a collimation lens with a 250 mm
focal length. The CCD camera (Thorlabs, DCU223C) has a
resolution of 1024× 768 pixels with a pixel pitch of 4.65 µm
along both x and y axes. A slight angle is introduced between the

Fig. 9. (a) Schematic of experimental setup used to record digital holograms of CTF-coated fingermarks, where M1 and M2 are planar mirrors,
and BS1 and BS2 are 50/50 beam splitters. The distance between the fingermark sample and the CCD camera is d = 40 cm. (b) The object is a partial
bloody fingermark on a glass slide on which an∼1000-nm- thick CTF of chalcogenide glass [113] has been deposited. The red box shows the illumi-
nated region for hologram recording.
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Fig. 10. (a) Typical recorded off-axis hologram with wavelength λ= 514.5 nm; the hologram was recorded at a recording distance d = 40 cm.
(b) Intensity profiles after back-propagation by applying the Fresnel diffraction formula from the hologram plane to the reconstruction plane to find
the reconstructed object at the image plane, with the red box indicating the cropped virtual image; (c) reconstructed intensity profile around image
plane at +1z; (d) reconstructed intensity profile around image plane at −1z. These defocused intensity profiles are obtained numerically at the
focused and defocused planes as1z=± 0.001 mm.

reference and object beams, in this case about 1.5◦, to separate
the reconstructed image from the zeroth order. The distance
from the sample to the CCD camera is 40 cm.

The object comprises a partially bloody fingermark on a
glass slide and is encapsulated by an ∼1000-nm-thick CTF of
chalcogenide glass, shown in Fig. 9(b) [113]. Only the level-1
and level-2 details in CTF-developed fingermarks can be seen
with the naked eye.

The acquired hologram from the experiment is shown in
Fig. 10(a), which is reconstructed by applying the Fresnel
propagation technique. Due to the off-axis setup for hologram
recording, back-propagation to the original object plane will
generate three distinct patches of light: the DC or central patch,
the in-focus virtual image, and the out-of-focus real image.
A typical reconstruction using back-propagation is shown in
Fig. 10(b). Then, one of the sidebands after reconstruction
is cropped, as demonstrated by a red box in Fig. 10(b). Now
knowing the optical field at the image plane, the optical profiles,
and hence intensity profiles, due to propagational diffraction,
are numerically computed at ±1z, where 1z= 0.001 mm,
as shown in Figs. 10(c) and 10(d). These intensity images are
employed in TIE to retrieve the phase map for the partial bloody
fingermark using Eq. (11) [109].

When the unwrapped phase was computed using TIE,
an overall quadratic phase was noted, possibly coming from
unwanted phase curvatures introduced by lenses used in the
hologram recording setup or diffraction of the reference beam.
The quadratic phase should be removed to obtain accurate phase
information, including the correct depth value. Removing the

quadratic phase can be done by the MATLAB tool “detrend( ).”
After applying the detrend tool, the final phase result becomes
much smoother. Then, the phase ϕ(x , y ) is converted to
the depth profile h(x , y ) using h(x , y )= λϕ(x ,y )

2π cos θ , where
θ ≈ 45◦ is the illumination angle of the object [91,109]. The 2D
topography depth profile from the hologram at λ= 514.5 nm
of a CTF-developed fingermark is shown in Fig. 11(a), cor-
responding to the region on the fingermark sample indicated
in Fig. 11(b). Level-3 details, such as pores and ridge bifurca-
tions, can be observed distinctly; more on this will be described
later. The calculated typical local depth of pores is approxi-
mately ≈ 1.5 µm. Note that 3D information is still partially
recoverable near the central dark patch, a blotch of blood in
the fingermark that is visible to the naked eye when held up to
the light. Figure 11(c) is a 3D rendering of Fig. 11(a). Finally, a
typical line-scan across the topography is shown in Fig. 11(d).

We have repeated DH+TIE on the same fingermark sample
using a setup similar to Fig. 9(a), but now with a different wave-
length λ= 476.5 nm. By applying DH+TIE, level-3 details
for CTF-developed latent fingermarks can be seen clearly, both
at λ= 514.5 nm and λ= 476.5 nm. Both retrieved topograms
of the depth profile are shown side by side in Figs. 12(a) and
12(b); the red circles identify the pores. The depth of the pores
is computed to be around 1.8 µm. The red rectangles indicate
ridge bifurcations. Initial results of DH with TIE+TPE yield
similar topography, with typical depth of pores now being
around 2.1 µm. In future work, DH with TIE+TPE results
will be compared point by point with those from DH+TIE,
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Fig. 11. (a) Topography of depth profile from hologram of fingermark recorded atλ= 514.5 nm using DH+TIE; (b) microscope image of CTF-
developed fingermark samples; the red box shows approximate illuminated region for digital hologram recording. (c) 3D rendering of topography
depth profile in (a); (d) typical line-scan across the reconstructed 3D topogram [116].

Fig. 12. 2D topography of depth profile using DH+TIE at (a) λ= 514.5 nm and (b) λ= 476.5 nm. The red circles identify the pores, while the
red rectangles indicate ridge bifurcations [116].

and DH with TIE+TPE will be used to enhance the accuracy
of the level-3 details [116].

4. TIE AND TPE WITH ELECTRICALLY
PROGRAMMABLE OPTICAL PATH LENGTHS

As seen above, the conventional TIE and TPE show the varia-
tion of intensity and phase with propagation distance z [67,84].
As mentioned before, a disadvantage of the TIE is that the inten-
sities need to be registered around the recording plane (often,
the image plane) by physically moving the CCD camera, which
can lead to alignment issues when superposing the intensities for
calculating the longitudinal derivative of the intensity ∂ I (x ,y ;z)

∂z .
Instead of monitoring the intensities with propagation distance,
the optical path length can be changed by varying the refractive
index n of the medium [85–88,108,117]. The TIE, TPE, and

hence, the TIE+TPE with electrically programmable optical
path lengths can help alleviate the problem of physical move-
ment of the CCD camera by introducing varying path lengths
using an EO material, viz., an LC in our case [85–88,117].
The LC facilitates this through a change of refractive index
with applied voltage. Linearly polarized light with polarization
parallel to the long axis of the LC in a nematic LC device sees
different refractive indices as the molecules rotate to reorient
with the direction of the electric field, which is applied across the
LC in the nominal direction of propagation (z) of the optical
field. The change in refractive index results from the birefrin-
gence of the LC under applied electrical bias [85–88,108,117].
This is described more in Section 5. In this case, a modified TIE
should be derived to describe the intensity-phase relation with
the variation of refractive index n due to the birefringence in the
LC [85–88,108,117].
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The TIE and TPE with electrically programmable optical
path lengths can also be considered as a two-stage phase retrieval
process [108,117]. As in the conventional case discussed above,
in the first stage, the FFT method is applied to retrieve the
phase by recording the intensities for different applied voltages
across the LC sample. In the second stage, a correction factor
is introduced as in the case of the non-recursive TIE+TPE
described earlier. The TPE method is utilized to determine the
longitudinal phase derivative in the correction factor. Then, the
TIE is modified with the correction factor to obtain the phase
retrieval [108,117].

The modified TIE and TPE can be derived by starting from
the paraxial wave equation considering a coherent monochro-
matic optical field propagating along the z-axis, passing through
(or reflected from) an object and then immediately passing
through an LC with thickness d , refractive index n(V ), and
birefringence 1n(V ), thereby providing the equivalent of
translation through a distance z. The voltage V across the LC
gives rise to birefringence, and hence a voltage-dependent
refractive index through the rotation of the director axis. Details
of the derivation are provided in Alanazi and Banerjee [117].
Following Gupta et al . [85,86], the TIE with LC can be derived
from the traditional TIE but suitably modified to include the
variation in the refractive index, and hence the optical path
length, instead of the physical path length. The modified TIE
with LC then gives the phase expressed as

ϕ(x , y ; n)

=F−1

{
1

k2
x + k2

y
F
{

ko n2

d
1

I (x , y ; n)
∂ I (x , y ; n)

∂n

}}
.

(14)

The correction factor can be obtained from the TPE, again
suitably modified to include the variation in the refractive index,
and hence the optical path length, instead of the physical path
length. As detailed by Alanazi and Banerjee [117], the modified
TIE+TPE with LC gives

ϕ(x , y ; n)=F−1

{
1

k2
x + k2

y
F
{

ko n2

d
µ(x , y ; n)

1

I (x , y ; n)

×
∂ I (x , y ; n)

∂n

}}
,

(15)

where n denotes the average refractive index and where the cor-
rection factorµ(x , y ; n) can be found as [117]

µ(x , y ; n)≈
(

1+
1

n2

)
−

1

ko n2d
∂ϕ(x , y ; n)

∂n

−
d

ko n2

1
∂ I (x ,y ;n)

∂n

I (x , y ; n)∇2
⊥
ϕ(x , y ; n).

(16)

In an actual experiment or simulation, two bias voltages can
be assumed to be applied across the LC to introduce the change

in the refractive index. For computational convenience, Eq. (15)
can be rewritten as

ϕ(x , y ; n)=
2k0 n2

d
×F−1

{
1

(k2
x + k2

y )
F

×

{
1

I (x , y ; n(V1))+ I (x , y ; n(V2))
µ(x , y ; n)

×
I (x , y ; n(V2))− I (x , y ; n(V1))

1n2 −1n1

}}
,

(17)

where I (x , y ; n) in Eq. (17) has been replaced with the
average value of intensities for two applied voltages, and
1n2 −1n1 = n(V2)− n(V1). The quantity 1n represents
the birefringence of the LC. For an appropriately polarized
illumination (along the true alignment of the LC molecules),
and past the threshold voltage, the refractive index seen by the
optical field in the LC will reduce as the voltage across the LC
is increased. The decrease will be by an amount equal to the
voltage-induced birefringence as the molecules orient them-
selves more along the direction of the applied voltage across the
LC, assumed to be the direction of propagation.

A. Summary of Liquid Crystal Characteristics Used
for Simulations and Experiments

A nematic LC fabricated in-house and characterized in the lab is
used for experiments [117]. Also, the calculated refractive index
change with voltage is used to perform numerical simulations
with realistic values of the change in the optical path length
(OPL) [117–120]. The fabricated LC cell consists of a thin 5CB
LC layer with a thickness of 40 µm sandwiched between a pair
of alignment layers with a thickness of 20 nm, which are coated
with 200 nm layers of a transparent conductive material such as
indium-tin-oxide (ITO), and all these materials are placed in a
container with two glass plates [117]. The ordinary and extraor-
dinary refractive indices of the 5CB nematic LC cell are 1.544
and 1.736, respectively. We have experimentally determined
the Frédericksz transition threshold voltage as Vth ≈ 1 V, which
is in good agreement with the theoretically calculated value of

by Vth = π
√

K11
ε01εLC

≈ 0.8 V, where K11 ≈ 6.2 pN is the bend

elastic constant, which is a parameter characterizing the elastic
interaction between the nematic molecules, 1εLC ≈ 12.04 at
1 kHz and 25◦C is the anisotropy of the relative permittivity for
pure 5CB, and ε0 = 8.854× 10−12 F/m [121–125].

The birefringence1n as a function of the voltage V applied
across the LC cell that is experienced by the incident optical
beam is given by [114,115]
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Fig. 13. Variation of birefringence as a function of voltage across the
LC [117].

1n(V )=

 no ne√
n2

o cos2
(
π
2 − 2 arctan

[
exp
(
−

V−Vth
Vo

) ])
+ n2

e sin2
(
π
2 − 2 arctan

[
exp
(
−

V−Vth
Vo

)])
− no , (18)

where, no and ne are the ordinary and extraordinary refractive

indices, respectively, and Vo = 2π
√

πK11
1εLC

. The estimate of

birefringence with respect to the applied voltage across the LC
cell is plotted in Fig. 13. The birefringence for 5CB in the visible
region varies from 0.05 to 0.20.

5. EXAMPLES OF PHASE RETRIEVAL USING
TIE, TIE + TPE WITH LC

A. Numerical Example 1: Imaged Phase Retrieval
Using TIE, TIE + TPE with LC

In this subsection, we provide numerical simulation results
of phase retrieval using the proposed TIE+TPE with LC as
illustrated in Fig. 14. As mentioned previously, the change
of birefringence of a 5CB nematic LC is employed for our
numerical simulations [117,124,125]. The birefringence plot
as a function of the applied voltage across the LC cell with
thickness d = 40 µm as shown in Fig. 13 is used. Specifically,
1n(V1 = 3.5 V)= 0.1838 and 1n(V2 = 10 V)= 0.1113
are used. The LC cell is assumed to be placed against the phase
object. A uniform super-Gaussian phase is used as a phase object
to investigate the performance of TIE+TPE with electrically
programmable optical path lengths and compared with the
traditional TIE+TPE [117]. The true width (waist) of the
Gaussian is taken to be 0.2 mm and a wavelength of 514.5 nm
is assumed. The peak of the true Gaussian phase is taken as 10
radians. The object is designed with a 1024× 1024 pixel array
(to simulate a standard CCD/CMOS array) with a pixel pitch of
5 µm. Although in this case, the measurement plane (CCD) is
assumed to be immediately next to the LC and hence the object,

Fig. 14. Schematic diagram for implementation of TIE with LC
and TIE+TPE with LC. The two-lens imaging system between the
object and the CCD has been left out for simplicity [117].

the method applies to the case where the object is imaged by, say,
a confocal two-lens imaging system where the CCD is now at
the image plane, which is the back focal plane of the second lens
[126,127].

Traditionally, phase retrieval algorithms such as PUMA can
fail to give accurate results when phase (and depth) gradients
are large [106]. To investigate the performance of TIE+ LC
and TIE+TPE with LC for the reconstruction of phases (and

topographies) with sharper edges, we consider a super-Gaussian,
which has larger spectral content and tends to a top hat function
for higher values of the order m. The super-Gaussian phase
considered here is defined as [128]

ϕ(x , y ; 0)= ϕmax exp

[
−

(
x 2
+ y 2

w2
0

)m]
; m = 2. (19)

The super-Gaussian phase is also a good model for large
gradients in the height or topography of the object, which
may occur in many practical cases of interest. We now present
numerical simulation results of phase retrieval using proposed
TIE with LC and TIE+TPE with LC and using the same
birefringence parameters as that for the example of the Gaussian
above. The numerically generated (defocused) intensity images
at V1 and V2, as shown in Figs. 15(a) and 15(b), are utilized to
determine the phase employing TIE with LC using Eq. (14)
with µ(x , y ; n)= 1 and TIE+TPE with LC using Eqs. (16)
and (17).

Cross-sectional plots are shown in Fig. 16(a). The origi-
nal super-Gaussian phase is also superposed, for comparison.
Zoomed-in versions of the figure at the peak and the wings are
shown in Fig. 16(b) and Fig. 16(c), respectively. Furthermore,
the difference between the retrieved phases using TIE+TPE
with LC and TIE with LC is also plotted in Fig. 16(d). The
difference is less than 1%; however, TIE+TPE with LC yields
results closer to the ground truth.

To further quantify the performance of phase retrieval, the
normalized root mean square error (NRMSE), defined as [129]
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Fig. 15. Numerically generated (defocused) intensity images at V1 and V2. The extremum values of intensities are I (x , y ;1n(V1 = 3.5 V))=
0.99291 W/m2 and I (x , y ;1n(V2 = 10 V))= 0.99185 W/m2 [117].

Fig. 16. (a) 1D cross-sectional profiles of the phase from TIE with LC (red) with obtained ϕmax retrieved = 9.83 rad, along with TIE+TPE with
LC (black) with obtained ϕmax retrieved = 9.93 rad, along with that of the original super-Gaussian phase (blue). (b) Zoomed-in plots near the Gaussian
phase peaks; (c) zoomed-in plots of the wings around the main lobe. (d) Difference phase between TIE+TPE with LC and TIE with LC phase recov-
ery results [117].
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Table 2. NRMSEs for Super-Gaussian Phase (m= 2)
Retrieval

Method NRMSE

TIE with LC 0.0270
TIE+TPE with LC 0.0242

NRMSE

=

√∑M
i ′=1

∑N
j ′=1 [ϕretrieved (i ′, j ′)− ϕtrue phase (i ′, j ′)]2√∑M

i ′=1

∑N
j ′=1 [ϕtrue phase (i ′, j ′)]2

,

(20)

where M and N are the pixel numbers in the x and y directions,
respectively, is computed. Smaller values of NRMSE denote
a better reconstruction quality. The NRMSE is computed for
each method for super-Gaussian phase retrieval and is shown
in Table 2 for m = 2. The TIE+TPE with LC performs more
accurately than the modified TIE with LC.

B. Numerical Example 2: Phase Retrieval from
Off-Axis Digital Hologram and TIE, TIE + TPE with LC

In this example, and to prove the point that TIE and TIE+TPE
with LC can be used for holographic imaging as well,
unwrapped phase retrieval of the retrieved phase is demon-
strated by employing a non-recursive technique involving TIE
with LC and TIE+TPE with LC. Here we retrieve a numer-
ically generated super-Gaussian phase recorded with off-axis
DH. Our initial results suggest that TIE and non-recursive
TIE+TPE with LC provide a more accurate estimate of the
imaged phase and hence surface topography during digital holo-
gram reconstruction. The steps in these methods, which mimic
the steps in an actual experiment, consist of the following [108]:

1. recording the off-axis digital hologram of the object
(assumed here to be a transmissive phase object/screen)
against which an LC is considered inserted,

2. reconstructing intensity images around the image plane
and for two different values of the applied voltage across the
LC cell,

3. retrieving the unwrapped phase by applying TIE with LC,
using the reconstructed intensity images,

4. using TIE+TPE with LC to obtain a better estimate of the
unwrapped phase.

A super-Gaussian phase of the type [128]

ϕ(x , y ; 0)= ϕmax exp

{
−

(
x 2
+ y 2

w2
0

)m}
(21)

is considered with m = 5 as illustrated in Figs. 17(a) and 17(b),
where the parameter m is the order of the super-Gaussian,
with m = 1 representing the usual Gaussian [70]. The true
width (waist) of the super-Gaussian is taken to be 0.2 mm and a
wavelength of 514.5 nm is assumed.

Higher values of m correspond to sharper changes in
the phase profile, which sometimes cause issues with phase
unwrapping by PUMA. In this simulation, the two recorded
holograms of super-Gaussian phases are simulated with
V1 = 3.5 V and V2 = 10 V corresponding to 1n(V1)=

0.1838 and 1n(V2)= 0.1113, corresponding to opti-
cal path differences OPL(V1)= 0.00735 mm and
OPL(V2)= 0.00445 mm. In this simulation, the object
beam propagates a distance of approximately 25 mm. A
small angle of approximately 1.5◦ is assumed between the
reference R(x , y )∝ exp[− j (k0x x + k0y y )] and object
exp[− jϕ(x , y )]. The optical fields immediately after the object
and the LC are given by exp[− jϕ(x , y )] exp[− j k0n(V1,2)d ],
and these propagated fields at the recording plane, call
them O ′1,2(x , y ), are used to synthesize two holograms
H1,2(x , y )= |O ′1,2(x , y )+ R(x , y )|2. Next, these holo-
grams are reconstructed through back-propagation to the
appropriate image plane, as shown in Figs. 18(a) and 18(b). As
is standard during off-axis reconstruction, the twin images are
separated by cropping and centering the image of interest (here,
virtual). The intensities I (x , y ; n(V1)) and I (x , y ; n(V2))

at the image plane are reconstructed numerically; these are
shown in Figs. 18(c) and 18(d). Then, the TIE with LC and
the TIE+ TPE with LC are used to compute the phase profile,
shown in Figs. 19(a) and 19(b).

Figure 20(a) illustrates the cross-sectional profiles of the origi-
nal phase of the super-Gaussian phase at different values of the
powers m = 5 (-red) and modified TIE with LC (-blue), along
with DH+TIE+TPE with LC (–green). Figure 20(b) shows
zoomed-in plots near the super-Gaussian phase peaks, while

Fig. 17. (a) True super-Gaussian phase distribution profile; (b) 1D cross-sectional profiles of true phase of the super-Gaussian phase with power
m = 5.
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Fig. 18. (a), (b) Two recorded holograms of super-Gaussian phases V1 = 3.5 V and V2 = 10 V giving1n(V1)= 0.1838 and1n(V2)= 0.1113,
with the optical path differences corresponding to birefringence being OPL(V1)= 0.00735 mm and OPL(V2)= 0.00445 mm, which are
reconstructed through back-propagation to the appropriate image plane; (c), (d) intensity profiles I (x , y ; n(V2)) and I (x , y ; n(V1)) at image
(reconstruction through back-propagation) plane for two different voltage values, viz., V1 = 3.5 V and V2 = 10 V.

Fig. 19. Super-Gaussian phase retrieval using (a) DH+TIE with LC; (b) DH+TIE+TPE with LC.

Fig. 20(c) shows zoomed-in plots of the wings around the main

lobe. The zoomed plots clearly show the differences between the

various phase recovery techniques.

Then, the NRMSE is computed using Eq. (20) for each

method applied for super-Gaussian phase retrieval and is shown

in Table 3 for m = 5. As expected, the DH+TIE+TPE with

LC performs more accurately than the modified DH+TIE

with LC. Once again, the NRMSE values are comparable to

those obtained for TIE with LC and TIE+TPE with LC for

regular imaging, shown in the earlier example.

6. CONCLUSION

In this paper, we have reviewed TIE and TPE and shown their
efficacy when applied to phase retrieval problems involving
imaging, either conventional or using DH. More specifically,
we have provided verification of the advantage of incorporating
the TPE with the TIE in a non-recursive manner for DH-based
phase retrieval problems. Using MSE analysis, it was shown that
off-axis DH+TIE outperforms SWDH for larger phase excur-
sions while also being computationally less taxing by removing
the need for phase unwrapping algorithms. Also shown were the
capabilities of DH+TIE, to reduce experimental difficulty and
sources of error by retrieving the unwrapped phase of an object
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Fig. 20. (a) Cross-sectional profiles of the true phase of the super-
Gaussian phase at different values of the powers m = 5 (red) and
DH+TIE with LC (blue), along with DH+TIE+TPE with LC
(dashed green); (b) zoomed-in plots near the super-Gaussian phase
peaks; (c) zoomed-in plots of the wings around the main lobe. The
zoomed plots clearly show the differences between the various phase
recovery techniques.

Table 3. NRMSE Calculations for Super-Gaussian
(m= 5) Phase Retrieval from Digital Holograms

Method NRMSE

DH+TIE with LC 0.0353
DH+TIE+TPE with LC 0.0173

without the need for physical displacement of the image sensor
or object, as well as reducing the required intensity captures to a
single digital hologram.

Ongoing work by our group includes the incorporation of the
TPE correction factor to DH+TIE-based phase retrieval and
full 3D topogram acquisition of fingermarks coated in CTFs,
with emphasis placed on resolving the level-3 details in the
fingermark samples. Upon NRMSE analysis, it was conclusively
shown that using TIE+TPE with LCs for programmable

OPLs in standard-imaging-based phase retrieval and using
DH+TIE+TPE with LCs for programmable OPLs in DH-
based phase retrieval give better results, respectively, than does
TIE with LCs and DH+TIE with LCs. In the latter case,
DH+TIE+TPE with LCs provides an approximate 50%
reduction in error compared to DH+TIE with LCs. The use of
LCs to control the optical path seen by the object beam is quite
powerful in that it provides two distinct advantages. First, it
removes the need for physical displacement of the image sensor
or object when recording multiple intensity images along the
propagational axis, thereby reducing errors stemming from
imperfect transverse alignment of system components. Second,
it allows the capture of many defocused intensity images in very
little time via a simple voltage change, which can be used to sig-
nificantly improve the finite difference derivative estimate and
reduce computation time further than employing DH+TIE
alone, where numerical propagation to the defocus planes
requires discrete Fourier transformations, which is possibly
another source of error.
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