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Abstract
The exodus of displaced populations is a recurring historical phenomenon, and 
the ongoing Syrian humanitarian crisis is its latest incarnation. During such mass 
migration events, information is an essential commodity. Of particular importance 
is geographical (e.g., pathways and refugee camps) and social (e.g., refugee activi-
ties and networking) information. Traditionally, such information had been pro-
duced and disseminated by authorities, but a new paradigm is emerging: Web 2.0 
and mobile computing technologies enable the involved stakeholder communities 
to produce, access, and consume migration-related information. The purpose of this 
article is to put forward a new typology for understanding the factors around migra-
tion and to examine the potential of crowd-generated data—especially open data and 
volunteered geographic information—to study such events. Using the recent wave of 
migration to Europe from the Middle East and northern Africa as a case study, we 
examine how migration-related information can be dynamically mined and analyzed 
to study the migrants’ pathways from their home countries to their destination sites, 
as well as the conditions and activities that evolve during the migration process. 
These new data sources can provide a deeper and more fine-grained understanding 
of the migration process, often in real-time, and often through the eyes of the com-
munities affected by it. Nevertheless, this also raises significant methodological and 
technical challenges for their future use associated with potential biases, data quality 
issues, and data processing.
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1 Introduction

From ancient times, human history has been sporadically marked by mass migra-
tion events, often triggered by poverty and economic hardship, armed conflict, or 
political and social turmoil. The combined effect of globalization and geopolitical 
instability of the first two decades of the current millennium has triggered nota-
ble migration trends across a fluid and turbulent global socioeconomic landscape. 
The number of forced migrants has reached 65.6 million, of which there are cur-
rently 22.5 million registered refugees (UNHCR 2017a).

During such mass migration events, information is an essential commod-
ity. Whereas in the past such information was sparse, and its dissemination and 
manipulation were the sole purview of authoritative agents (primarily govern-
ments and international organizations), we are now entering a new paradigm of 
mass migration in the digital information age. In particular, the emergence of the 
Web 2.0 concept in the early 2000s (O’Reilly 2005) has fostered digital participa-
tion, with individuals creating, curating, and disseminating rich digital content 
for a multitude of issues, bypassing the traditional top-down information dissemi-
nation channels (Stefanidis et al. 2013a).

As a result, while forced migration is a recurring historical phenomenon, one 
can argue that today’s migration events are unique in the sense that they evolve in 
an information-rich and often participatory environment. Whether it is by the ref-
ugees themselves who use various apps in their cellphones to communicate with 
each other and record their travails (Dekker and Engbersen 2014; Maitland and 
Xu 2015), or by the communities that interact with them (Andrade and Doolin 
2016), we now have access to large amounts of web-accessible information that 
offer snapshots of the migration process. Deciphering these digital trails can offer 
unique insight into this complex process. In that respect, the study of migration 
can now transition from being information sparse to information rich.

Here, we adopt the term Exodus 2.0 to refer to this new migration paradigm 
in the digital age, whereby information is a commodity in the migration process. 
Examples of this new paradigm can already be observed of refugees not only car-
rying their possessions while seeking refuge but posting content, connecting with 
family and friends, and using crowdsourced geographic information in mobile 
applications for navigating (Charmarkeh 2013; Ram 2015; Sebti 2016). Migrants 
are also increasingly using social networks for preserving social ties and address-
ing weak ties that are identified during the planning process (Komito 2011). Such 
social networks are also being utilized for the establishment of new infrastructure 
of previously latent ties and can be a source for insider knowledge (Charmarkeh 
2013; Dekker and Engbersen 2014). For example, a recent study of Eritrean asy-
lum seekers in Europe has found social media to be a dominant source of infor-
mation and networking, especially while en route (Brekke and Brochmann 2015). 
In the same vein, Alencar (2017) found that social media networking sites are of 
particular importance for refugees’ assimilation and the creation of social capital.

Given the nature of migration processes, it is possible to explore them across 
two key dimensions: geographical and situational. The geographical dimension is 



163

1 3

Exodus 2.0: crowdsourcing geographical and social trails…

associated with the physical migration pathways migrants take from a country of 
origin to a destination site [often through a number of intermediate “stop” sites 
(Hübl et al. 2017)]. The situational dimension is associated with the social con-
nectivity of moving migrant populations, the conditions on the ground, and the 
activities that take place as part of migration efforts. Accordingly, in this arti-
cle we study the potential of crowd-generated data in the form of volunteered 
geographic information (VGI) and social media content to provide information 
about migration processes and subsequently to offer a new lens to study such 
phenomena.

Often, the geographical and the social dimensions intertwine, as much of the social 
media that is created by users encompasses a geographical component, either through 
the direct sharing of geographical information or by providing such information implic-
itly. The former form of contributions has been termed volunteered geographic infor-
mation (VGI, Goodchild 2007), while the latter has been termed ambient geographic 
information (AGI, Stefanidis et al. 2013b). Together, these forms of geographical infor-
mation have already been proven valuable with respect to collecting, analyzing, and 
modeling human activity, especially in the context of disasters. For example, social 
media and citizen participation have been found to effectively disseminate early warn-
ing information to populations after natural disaster events (Chatfield et  al. 2013), 
mapping the extent of damage after an earthquake (Zook et al. 2010), providing infor-
mation on crisis-relevant information (Herfort et al. 2014), and understanding digital 
“data shadows” that link the virtual to the physical environment (Shelton et al. 2014). 
Similarly, the influence of social media networks has been shown to affect evacuation 
decisions during disaster events (Widener et al. 2013). VGI platforms such as Ushahidi 
(2017) have created a technology system that enables crowdsourcing by activists to col-
lect, monitor, and distribute local observations via mobile phone for applications such 
as election monitoring, crisis response, advocacy, and human rights. Despite these early 
successes, the exploration of the potential utility of such new data sources for exploring 
migration—and in particular forced migration—has remained largely untapped. This 
is the focus of this paper. Using the Syrian migration crisis as a case study, we explore 
how the combination of more traditional top-down migration-related data sources can 
be augmented with bottom-up crowdsourced data to study forced migration (Sect. 2). 
In order to study how these two data sources can be integrated into a single framework, 
we then propose an information typology that specifies the relations between the dif-
ferent sources and data types (Sect. 3) and showcase its implementation in the context 
of our case study. Following this, we explore how the combination of traditional and 
emerging migration-related data sources can be used to inform migration modeling 
(Sect. 4). Finally, we discuss key challenges, opportunities, and future research direc-
tions that emerge from our typology.

2  Background

In recent years, forced migration has experienced a surge in activity due to the civil 
conflicts and political instability in the Middle East and Africa. Through such activi-
ties, refugees forge migration paths as they move through land, water, and air (or a 
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combination thereof), from their place of origin toward their perceived safe havens. 
Much of this surge can be attributed to the Syrian conflict and the resulting refugee 
crisis. At the peak of the Syrian crisis, in 2015, the International Organization for 
Migration (IOM) estimated that over 1 million migrants used sea routes to move 
from the Middle East to the west, primarily Greece and Italy (IOM 2016a). How-
ever, this has been a long process. Over the past 6 years there has been a mass forced 
migration event that has displaced the Syrian population both within the country, 
as internally displaced persons (IDP), or outside the country as refugees. Based on 
UNHCR data (2017a), Syria’s neighboring countries have been receiving a large 
proportion of the refugees: the top hosting countries for refugees include: Turkey 
(2.5 million), Lebanon (1.1 million), and Jordan (0.7 million) (UNHCR 2016). 
Many of these refugees subsequently sought a passage to the European Union (EU), 
as illustrated in Fig. 1.

Several factors have been identified in the literature as potential causes of refugee 
production and mass movement of refugee populations. The factors can be categorized 
into (1) root conditions, (2) proximate conditions, (3) intervening factors, and a (4) trig-
gering event (Clark 1989). Root conditions include poverty, hunger, overpopulation, 
ethnic animosity, and resource scarcity (Zottarelli 1998). Proximate conditions include 
human rights violations, generalized violence, and political conditions (Schmeidl 
1997; Zottarelli 1998). Intervening factors either facilitate or inhibit the crossing of 

Fig. 1  Cumulative flow (2011–2015) illustrating Syrian forced migration to neighboring countries and 
other destination countries. Line thickness indicates increasing number of persons migrating (data from: 
UNHCR 2017a)
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international borders. Examples include transportation and communications systems 
such as access to flights, road conditions, expected country reception, or seasonal 
factors (Clark 1989). A final factor in the production of refugees is the trigger event 
which is the catalyst for the forced migration event. The trigger event (e.g., erupting 
violent civil conflict, political upheaval, change in border control) could be a change 
in a push factor or intervening factor that is the final variable that convinces a popula-
tion to migrate versus staying in the same place (Clark 1989). As can be seen from the 
description of these factors, the mass movement of refugees has strong spatial and tem-
poral components since the migration process itself occurs over space and time and is 
often influenced by location-driven conditions.

Data related to these factors have been traditionally collected and disseminated by 
local, regional, or global authorities. However, as noted earlier, new opportunities for 
collecting migration-related data are emerging. Specifically, VGI and AGI offer a new 
data source to study forced migration at a variety of spatial, temporal, and thematic 
scales, complementing traditional data sources. The rapid growth of social media, with 
Facebook, Instagram, and Twitter reaching 1.9 billion, 600 million, and 317 million 
active monthly users, respectively (Hutchinson 2017), has presented the general public 
with a new avenue to generate, disseminate, and consume information. Much of this 
information, as discussed in Sect. 3, has both a spatial and a temporal dimension. Spe-
cifically, these contributions are increasingly being geotagged, as a result of the prolif-
eration of real-time geolocation technology (e.g., GPS-enabled smart phones).

Beyond the use of VGI, personal networks can now sustain the adverse effects of 
distance along a migration route (Brekke and Brochmann 2015). When refugees were 
arriving on the shores of Europe, their most precious possession was arguably a smart-
phone. It served as a portal (potentially, the only portal) to connect with their family 
and friends who were left behind, or who were concurrently traversing different stages 
of the routes toward safe havens. This enabled refugees to share information about their 
status and experiences within their social networks, and the world at large document 
ordeals, navigate using crowdsourced maps, find legal and social services (Ram 2015; 
Sebti 2016, Weiss-Meyer 2017), and connect with communities in country destina-
tions (Charmarkeh 2013). Refugees, for example, used social media to post online their 
arrival to shores of a destination country as shown in Fig. 2a or during their migra-
tion trajectories (Fig. 2b). In this respect, the traditional view of the data-poor isolated 
migrant is substituted in the twenty-first century by that of a data-rich networker. These 
changes highlight the need to study how such new information sources can augment 
and enhance the more traditional information sources, what potential added value can 
be gained toward a better understanding of mass migration, and what issues should be 
considered when implementing such an approach. The typology of mass migration data 
proposed in Sect. 3 aims to support this goal.

3  A typology for mass migration data

The development of the proposed typology stems from the conceptual link between 
the process of migration and the designation of a person as a refugee. However, 
defining who is a refugee is not always easy. For example, Miranda (1990) noted 
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that the definition of a refugee at the state level may vary due to the legal implica-
tions of the term under international and local law, and that as a result, other terms 
are used. Similarly, Shacknove (1985) noted that while there are dozens of defini-
tions for the term refugee, some of which are jurisdiction dependent, many of these 
definitions are based on the constructs of the United Nations (UN) convention. Con-
sequently, we adopt the UN definition of a refugee in the context of this paper, as we 
describe below.

The UN formal definition of a refugee was originally set through the 1951 Refu-
gee Convention, Article 1, stating that a refugee is “A person who owing to a well-
founded fear of being persecuted for reasons of race, religion, nationality, mem-
bership of a particular social group or political opinion, is outside the country of 
his nationality and is unable or, owing to such fear, is unwilling to avail himself of 
the protection of that country; or who, not having a nationality and being outside 
the country of his former habitual residence as a result of such events, is unable or, 
owing to such fear, is unwilling to return to it” (United Nations Conference 1951).

This definition, which still holds today, encompasses elements that relate to the 
geographical and the situational context in which a person is situated in order to be 
considered a refugee. Specifically, it relates to the physical location of a person with 
respect to a country of origin as well as to the conditions that increase (or mitigate) 
the risk to the safety and well-being of that person. These elements can, in princi-
ple, be operationalized by the systematic collection of four key types of observables 
which form the proposed typology: sites and pathways that relate to the geographi-
cal locations of a person, and conditions and activities that relate to risk factors to 
which a person is exposed (and their perception) or activities in which a person is 
engaged.

In the context of human migration, sites and pathways can be defined based on 
the basic building blocks of movement data proposed by Andrienko et  al. (2008) 
and the taxonomy of movement patterns proposed by Dodge et  al. (2008): a site 

Fig. 2  Refugees using smartphone technologies during migration trajectories harvested from Flickr: 
a refugees arriving along a coast and documenting this with a smartphone (Flickr 2015a); b refugees 
charging phones at a makeshift charging station (Flickr 2015b)
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is a two- or three-dimensional delineated space that has one or more affordances 
relevant to a moving entity in which the entity is located for a period of time; and a 
pathway is the sequence of time-ordered geographical locations of a moving entity 
over time. Here, a geographical location along a pathway becomes a site (e.g., a 
refugee camp) when the time during which an entity is located at a specific location 
is considerably longer than the time the entity spends between consecutive locations 
along the pathway. Generally, the term site is used here in relation to geographical 
space, while the term place is used in relation to the accumulated particular meaning 
of that space at the individual or group level (Cresswell 2014). It is also important 
to note that the definition of a pathway is based on the assumption that refugee path-
ways are likely to be inherently discontinuous, i.e., they are comprised of movement 
between sites, rather than being a continuous movement path forming a trajectory. In 
the same vein, we define conditions and activities following Galton (2000): a con-
dition is a given state or a property of a location or an entity, and an activity is in 
essence a change in the state or property of a location of an entity. Accordingly, a 
key difference between a condition and an activity is therefore the occurrence (or the 
lack) of change. In the context of human migration, it is reasonable to assume that 
the term activity is often associated with intentional human action.

The typology proposed here is inherently linked to the scale and granularity at 
which observations are being made. While the United Nations High Commissioner 
for Refugees (UNHCR) definition of a refugee focuses on the individual person, 
mass migration is based on the widespread adoption of one or more movement pat-
terns (Dodge et al. 2008). At the same time, the detection and understanding of such 
patterns depend on the spatial and temporal scale(s) at which data related to move-
ment, conditions, and activities are collected. For instance, in the case of pathways, 
it is possible to identify scales of organism movement, from movement steps, to 
movement phases, and lifetime tracks (Nathan et al. 2008).

While efforts to collect data related to the types of observables defined above 
have traditionally been carried out by authoritative organizations, these efforts are 
often met with difficulties. Consider, for example, the effort to count refugee popu-
lations. According to UNHCR (2013), the collection of data regarding the size and 
characteristics of refugees and other related populations depends largely on UNHCR 
field offices, government agencies, and non-government organizations (NGOs) since 
in many non-industrialized countries, refugee registration is not centralized. This 
results not only in data fragmentation, but also in an increased risk of entirely miss-
ing or misrepresenting parts of the refugee population. Such difficulties are further 
exacerbated when attempting to collect data regarding conditions and activities, 
which are often based on limited field surveys and reports, or when the migration is 
comprised of multiple, distinct sub-flows (Crawley et al. 2016).

The emergence of crowdsourced data provides an opportunity to address these 
data challenges and mitigate their impact on the ability to better understand mass 
migration processes. Today, there are already several crowdsourced data sources 
that can be used to gather information regarding sites and pathways as well as the 
conditions and activities that take place on the ground. Since much of the crowd-
sourced data are not produced specifically for migration analysis, they can be both 
explicitly derived (i.e., a VGI data collection or a report of the number of refugees 
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in a site) and implicitly derived (i.e., an evaluation of the safety conditions along a 
pathway through additional processing, such as content analysis or natural language 
processing). A key premise of our proposed approach is that rather than viewing 
crowdsourced data as an alternative source of migration-related information, they 
are regarded as a complementary data source, which can offer several advantages 
in the study of mass migration. Table 1 provides a summary view of this comple-
mentary approach, and Sects. 3.1 through 3.4 discuss how such data could augment 
traditional data sources.

3.1  Traditional data sources of refugee sites and pathways

There are several sources of traditional authoritative data for refugee sites and path-
ways, which provide both explicit and implicit data. Examples of such data sources 
include the UNHCR, U.S. Department of State, Humanitarian Information Unit, 
and the World Bank. The UNHCR collects and disseminates explicit information 
on the number of refugees that is based on registration systems, NGO information, 
and government reporting systems. This organization has existed since 1950 and has 
a footprint in 126 countries with a mission to assist and protect refugees globally. 
Refugee application numbers are available on an information sharing portal with 
an approximate lag time of 2 months. The data are aggregated to a larger adminis-
trative scale but can yield insights into past trends with consistent definitions of a 
refugee. Using such data, the Humanitarian Information Unit at the U.S. Department 
of State has created a data set of UNHCR refugee camps that contain information on 
the location, status, and additional descriptive information on the refugee camps for 
the countries neighboring Syria including Turkey, Iraq, and Jordan. The camp loca-
tions provide insight into the physical refugee infrastructure outside the boundaries 
of Syria.

The World Bank is an example of a source that provides both implicit and 
explicit data. Focusing on the implicit data components, the World Bank produces 
migration-related reports and distributes them via an open data portal from which 
information has to be mined. Examples of such implicit data include reports that 
have been published by The World Bank such as the Forcibly Displaced: Toward a 
Development Approach Supporting Refugees, the Internally Displaced, and Their 
Hosts (2017a, b), The Welfare of Syrian Refugees: Evidence from Jordan and Leba-
non (2016), and The Kurdistan Region of Iraq: Assessing the Economic and Social 
Impact of the Syrian Conflict and ISIS (2015).

Table 1  A typology of observables and data sources related to massive migration events

Sites and pathways Conditions and activities

Traditional Crowdsourced Traditional Crowdsourced

Explicit UNHCR OSM refugee locations Eurostat IOM
Implicit The World Bank Refugee blogs Relief Web Twitter, Flickr, Instagram
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The ability to utilize implicit data sources becomes particularly important in 
the context of refugee sites, since such sources may provide additional information 
about sites that have not been designated as refugee camps by the UNHCR. During 
the past two decades, there has been an increasing trend among refugees to live in 
sites outside designated refugee camps, which could include individual accommoda-
tions, self-settled camps, or within the outskirts of urban areas. This issue has been 
recognized by the UNHCR: according to its report on global trends in forced dis-
placement in 2015 (UNHCR 2016), there are an estimated 52 thousand refugees in 
Europe and Central Asia living in camp sites while 4 million refugees are living in 
other sites. A similar trend in the Middle East and North Africa has been observed, 
where 269 thousand refugees are in camp sites and an estimated 3 million are living 
in other sites (UNHCR 2016). This trend has created a new challenge in monitor-
ing the magnitude and extent of the current Syrian refugee crisis as refugees have 
become physically dispersed well beyond the boundaries of refugee camps.

3.2  Traditional data sources of conditions and activities

Open data sources that are available through the Eurostat database portal provide 
explicit data that are available from a country level to a finer administrative area at 
a Nomenclature of Territorial Units for Statistics (NUTS) 3 level of 1342 regions 
(Eurostat 2017). This database provides a range of thematic and statistical machine-
readable data sets for population, social conditions, health, asylum migration, and 
enforcement of immigration (e.g., migrant integration indicators such as living con-
ditions, risk of poverty or social exclusion, education).

An example of implicit open data and information about conditions and activities 
is the ReliefWeb portal, which provides synthesized and aggregated information for 
humanitarian support that can be used by NGOs, UN agencies, and governments 
for numerous types of crises. In the case of the Syrian refugee crisis, ReliefWeb 
offers direct links to humanitarian data sources (ReliefWeb 2017) as well as reports 
that provide overviews, humanitarian response plans, and other implicit information 
about humanitarian efforts documenting the Syrian refugee crisis.

3.3  Crowdsourced data of refugee sites and pathways

Perhaps the most prominent example for crowdsourced efforts to collect explicit 
information related to refugee camps sites is OpenStreetMap (OSM). OSM provides 
a platform for collecting and editing geospatial data on a global scale. The data 
are collected in the format of points (nodes), polylines (ways), polygons (enclosed 
ways), and relations (Neis and Zipf 2012; Rehrl and Gröchenig 2016). OSM has 
made digitizing mainstream with an easy-to-use interface that utilizes aerial or satel-
lite imagery along with the ability for users to upload data sets derived from other 
OSM-compliant open data sources. OSM data are continuously updated by users 
and edited for accuracy of content by a user base and have in many cases been found 
to be a suitable alternative to government and commercial mapping products (Hak-
lay 2010; Dorn et al. 2015). As a result, OSM data have been used extensively in 
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disaster and humanitarian applications and have been populated by stakeholders that 
include humanitarian organizations, governments, and private citizens (Mooney and 
Minghini 2017).

Several humanitarian organizations and agencies (e.g., REACH, UNOSAT, 
Humanitarian OpenStreetMap Team (HOT), Missing Maps project) have adopted 
the use of OSM for mapping refugee camp areas with common tags and feature 
attributes for the purposes of sharing information with a common geographical 
reference system, coordination of effort and documentation, and a “low-tech, low-
investment option for humanitarian actors” (OpenStreetMap Wiki 2017). Resources 
are listed on the OSM wiki for contributors to reference for the mapping of dis-
placed populations to ensure a common framework can be achieved (Baker et  al. 
2015). The ability to search OSM data using tags revealed over 400 refugee point 
features that were distributed worldwide. Humanitarian organizations, government 
agencies, and refugees themselves are using such applications for tracking of sup-
plies and services, resources, and coordination activities with other relief organiza-
tions and government organizations (Hanson 2016).

An example of mapping a refugee camp site is that of Za’atari, which is located 
in Jordan, near the Syrian border. This refugee camp did not exist prior to the Syr-
ian conflict as can be seen from aerial imagery in Fig. 3a and by the lack of fea-
tures in OSM prior to 2011 as seen in Fig. 3b. Since its creation in July 2012, the 
Za’atari refugee camp has grown in extent (Fig. 3c) with a population of over 79,000 
and has had 69,000 edits in OSM as can be seen in Fig. 3d (UNHCR 2017b; OSM 
2017). On closer inspection of what has been mapped with respect to the Za’atari 
refugee camp, one can see in Fig. 4, medical facilities, mosques, humanitarian ser-
vices, schools, playgrounds, and the street network. In this example, the information 
shown was contributed by various stakeholders, including humanitarian organiza-
tions on the ground and remote users from around the world, thus illustrating the 
multifaceted nature of the crowdsourcing effort. In Fig.  3d, OSM edits originated 
from humanitarian organizations in Jordan and remote users from countries includ-
ing France, Germany, Austria, Russia, and Indonesia.1

While OSM provides an online mapping platform, there are a number of mobile 
OSM editor applications (i.e., Vespucci, StreetComplete, OsmAnd)2 including the 
MAPS.ME (MAPS.ME 2017) application which is a popular OSM editor that ena-
bles downloads of OSM data that can be used offline without a wireless internet 
connection. Additionally, the user can create new OSM edits that can be uploaded 
to the OSM database for use by the online community. It is worth noting that while 
there are many OSM editors, these editors may vary in their functionality. For exam-
ple, the edits by MAPS.ME users are nodes tagged with an identification that attrib-
utes edits by these users to the created geometric features. Features often created 
with MAPS.ME include telephone locations, community centers, cafés, convenience 

1 For users interested in finding information on OSM user contributions, please visit https ://hdyc.neis-
one.org.
2 For more information about mobile OSM editors, see https ://wiki.opens treet map.org/wiki/Compa rison 
_of_edito rs.

https://hdyc.neis-one.org
https://hdyc.neis-one.org
https://wiki.openstreetmap.org/wiki/Comparison_of_editors
https://wiki.openstreetmap.org/wiki/Comparison_of_editors
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shops, electronics shops, schools, hospitals, camp sites, guesthouses, places of wor-
ship, caravan sites, mobile phone shops, ATMs, and clinics.

Other crowdsourced data sources that show the explicit refugee camp sites 
include Wikipedia and Wikimapia. In these sources, the crowdsourced entries 
for refugee camp extent and composition have been digitized and attributes have 
been provided such as descriptive links for further information, coordinates of the 
refugee camp, satellite images, and ground photographs. Additional information 
on the individual edits for the entries is detailed to show the history and timeline 
of digitizing the extent, streets, photographs, and user-uploaded descriptions of 
the place or point of interest.

Blogs contribute a wealth of implicit information pertaining to sites used by 
refugees through content generated by a diverse online community comprising 
journalists, NGOs, humanitarian organizations, activists, and individuals that 
want to share experiences and information. Such user content is in the form of 
text, digital photographs or images, and possibly video, and news that is not 
reported in the mainstream press. Textual information that is mined from blogs 
can include place names, movement trajectory information, the sentiment of the 
host population, and the conditions at a potential destination.

Fig. 3  OSM data and satellite imagery for the Za’atari Refugee Camp in Jordan: a image courtesy of 
Google, DigitalGlobe from September 2011; b ©OpenStreetMap contributors from 2011 (no features 
were present); c image courtesy of Google, DigitalGlobe from August 2017; d ©OpenStreetMap con-
tributors from August 2017. OSM is available under the Open Database License (ODbL)



172 T. Curry et al.

1 3

While data about the location and the characteristics of sites, such as refugee 
camps or intermediate stops along the migration route, can be derived from several 
sources, crowdsourced data (and in particular VGI) about migration pathways are 
more scarce. This can be attributed, at least in part, to concerns related to safety and 
privacy, as well as to data quality issues. In terms of safety and privacy, it is impor-
tant to recognize that vulnerable populations such as refugees are often reluctant to 
share detailed location data due to concerns that such data can be used later on to 
increase their vulnerability or compromise their safety (Latonero and Kift 2018). 
From a data quality perspective, tracking human movement using crowdsourcing or 
social media platforms may result in inaccurate results due to the potential inconsist-
ency between a platform user and an individual person, and due to the relative low 
percentage of GPS-based geotagged data in some platforms (Stefanidis et al. 2017). 
Notably, Hübl et al. (2017) recently proposed a method for tracking migration pat-
terns as a sequence of movements between discrete geographical regions (Dodge 
et al. 2008).

3.4  Crowdsourced data on conditions and activities

By its very nature, successfully migrating to a new site (e.g., a new country) requires 
an understanding of the conditions refugees might encounter, as well as the types 
of activities refugees should engage in or avoid (Valtonen 2004). Often, this entails 

Fig. 4  OpenStreetMap data as of August 2017 for Za’atari refugee camp, Jordan
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gathering information about the conditions on the ground with respect to safety 
along pathways and intermediate sites, the availability of resources and amenities 
at such sites, or the collection of documents for crossing international borders. At 
the same time, migrants are often required to engage in activities such as establish-
ing connections with potential support providers (e.g., relatives and friends), find-
ing temporary accommodation, or the establishment of a path to citizenship. In the 
context of these conditions and activities, geographical space has emerged as key to 
the movement and settlement of refugees as well as to their well-being. For instance, 
in studying youth with refugee backgrounds, Sampson and Gifford (2010) have 
identified four different types of places that provide conditions for supporting the 
well-being of young refugees: places of opportunity, places of restoration, places of 
sociality, and places of safety. In addition to such places, migration-related activi-
ties and processes are often supported by underlying communication and social net-
works. Considering social networks as an example, Komito (2011) suggested that 
while Web 2.0 technologies such as social media can support the migration process 
and provide the means for maintaining relations with other migrants, they can also 
change and even hinder the integration and participation of migrants in their new 
environment. Monitoring the confluence of places, networks, and people is therefore 
important for monitoring and exploring the migration of refugees.

In the case of the Syrian refugee crisis, there are various explicit crowdsourced 
data sources that can shed light on the conditions and activities that can be useful 
in the context of migration. An example of such a source that focuses on places is 
The Migrants’ Files (2014), which was an effort to quantify the number of migrants 
that die while on their migration paths across the Mediterranean that was led by 
journalists. This effort included the compilation of data from open source published 
accounts and documents regarding migrant deaths over the past 16 years. Attribute 
information contained in the data set includes the event location, number of dead or 
missing migrants, cause of death, source of information, description of the event, 
and source URL for fact checking the death information. Figure 5 shows an exam-
ple of this type of information, in which death cases along the Syria–Turkey border 
and in the Mediterranean Sea (particularly along the coastlines of Libya and Tuni-
sia) are dominant. Information such as this can reveal areas where risk to migration 
activities is particularly high. Since this effort has ceased in June 2015, there has 
been another effort by the International Organization for Migration (IOM) to pro-
vide explicit migrant-related information. Specifically, IOM’s focus is on providing 
reliable migrant death documentation that is based on open sources including tradi-
tional media, migrant interviews, and social media reports (IOM 2016b).

Similarly, information about networks, such as social networks of migrants, 
can also be derived from crowdsourced data. In past studies on migration, social 
networks have been found to impact all stages of migration (Boyd 1989). While 
in the pre-internet era, social networks did provide the means to spread informa-
tion, preserve community ties, and provide information that guided others in their 
decision to migrate (Mabogunje 1970), current Web 2.0 technologies provide a 
medium for delivering implicit information at an increasing rate and wider dis-
persal. For example, the utilization of AGI derived from social media platforms 
such as Twitter were shown to provide opportunities to quantify demographic 
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information such as gender, race/ethnicity, and age (Mislove et al. 2011; Schwartz 
et  al. 2013; Sloan et  al. 2015) in migrant populations. In addition, analyzing 
social media content can shed light on what is the users’ sentiment at different 
locations, which trends emerge, and how information propagates across locations 
(Stefanidis et  al. 2013b; Zhong et  al. 2014). An example of the latter is shown 
in Fig.  6, which depicts a network of retweets mentioning the term “refugee” 
in multiple languages between May and August 2017. This network spans from 
North America to Europe, the Middle East, Africa, southeast Asia, and Australia.

Like Twitter, Instagram is another social media platform in which users share 
migration-related information. Instagram, which was first released in 2010, ena-
bles its users to share photographs, videos and text (Seltzer et  al. 2015). The 
potential of Instagram as a source for implicit refugee-related information is dem-
onstrated in Fig.  7, which illustrates user-provided content (10,029 geolocated 
posts out of a total of 60,301 posts) that was collected between February 2011 to 
March 2016 using the keyword “refugee.” Focusing on Europe, the Middle East, 
and Africa, it is particularly interesting to note the concentration of Instagram 
images along borders (e.g., the Syria–Turkey border, the Syria–Lebanon border, 
and the Spain–France border), as well as along some coastlines (e.g., the areas 
around the Aegean Sea, and the southern coast of Italy). The figure also shows 
that in terms of Instagram post density, the highest densities are found in Greece, 
Turkey, and Spain, followed by Jordan, Hungary, Italy, Germany, and the UK. 

Fig. 5  Migrant deaths that have been documented and crowdsourced by journalists and international 
relief organizations since 2000 (data from: The Migrants’ Files 2014; IOM 2016a)
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Fig. 6  Retweet network of geolocated Twitter microblogs that are discussing opinions, news and retweet-
ing information related to “refugee” in multiple languages from May to August 2017

Fig. 7  10,029 geolocated Instagram posts referencing “refugee” from February 2011 to March 2016
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Many of these countries and regions correspond well with known destinations of 
Syrian refugees (as shown in Fig. 1).

AGI derived from one social media source about refugee activities can often be 
corroborated by data from another social media source in order to provide additional 
support for deriving process-related knowledge from such data. In the case of the 
Syrian forced migration, multi-source corroboration can be achieved by augmenting 
the already available Twitter (Fig. 6) and Instagram data (Fig. 7) with data harvested 
from Flickr. In this case, Flickr data containing the keyword “refugee” in Eng-
lish were collected separately from Flickr data containing the keyword “refugee” 
in several other languages (e.g., French, German, Greek, etc.). The results of this 
data collection are shown in Fig.  8, which depicts Flickr photograph data density 
across Europe, the Middle East, and North Africa in English (Fig. 8a), and the other 
selected languages (Fig. 8b). Notably, the countries highlighted in these results are 
in line with the results obtained from Instagram in that they also highlight Greece, 
Turkey, Spain, Hungary, Italy, Germany, and the UK. However, in the Flickr data, 
Algeria, Sudan, and Iraq are shown to have more substantial photograph density, 
thus highlighting other significant migration processes [e.g., the flow of sub-Saharan 
African refugees from Algeria to Europe (Houttuin and Huson 2016)]. Furthermore, 
a comparison of the Flickr data in English versus data in the other languages high-
lights how studying mass forced migration through language use can reveal finer 
details about where migration-related processes and discourse occur.

In addition to the social media content itself, it is also important to recognize 
that the content contribution rate itself may also provide additional insight into the 
underlying conditions and activities that drive and shape mass migration. In par-
ticular, notable change in the rate of contributions in a social media service is capa-
ble of capturing the crowdsourced response to changes in the physical conditions 
on the ground, policy changes of host countries, or highlight risks along migration 
pathways. An example of this approach is shown in Fig.  9, which depicts a time 
series of monthly totals of Instagram posts with the keyword “refugee” from Feb-
ruary 2011 to March 2016. In this time series, peaks in monthly contribution rates 

Fig. 8  Flickr posts referencing “refugee”: a Flickr posts referencing “refugee” in the English lan-
guage; b Flickr posts referencing translation of refugee in other languages (“ئجال,” “laji,” “mülteci,” 
“πρόσφυγας,” “prósfygas,” “flüchtling,” “réfugié,” “profugo”)
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can be mapped to key events in the Syrian refugee crisis during the corresponding 
months, including geopolitical events, social uprisings, weather-related events that 
can impact refugees, and social events that increase awareness of a migration cri-
sis. Such rate-to-event correspondence can be further refined to a specific date by 
exploring changes in the daily contribution rates.

4  Digging deeper into mass migration data

AGI and VGI are viable data sources for the study of forced migration due to the 
ever-increasing foundational information and network connections that are being 
constantly crowdsourced and provided by social media users. VGI data, such as 
OSM, have shown that user-generated content can dramatically increase the infra-
structure that is mapped both with a quantity that rivals authoritative government 
and commercial sources and a quantity that would not be sustainable considering 
financially constrained government resources. The nature of OSM data creation 
improves over time with the addition of features and attributes that can rapidly pro-
vide information for use by a humanitarian application or disaster response scenario 
(as we showed in Sect. 3).

However, the use of VGI can also offer a more holistic view of unfolding events 
as there is additional contextual information provided by such data that can yield 
insight into a deeper understanding of place as it relates to changes in policy or 

Fig. 9  Time series of monthly totals of Instagram posts referencing “refugee” from February 2011 to 
March 2016 plotted on a logarithmic scale. Months are designated by numbers along the horizontal axis 
(e.g., January 2011 = 1, March, 2016 = 63)
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variations in migration patterns. In this section, we specifically explore how such 
data can be mined to explore the factors that cause refugee production and move-
ment (Sect. 4.1) and how VGI along with other open data sources can be used to 
model the flow of migration (Sect. 4.2). This moves beyond just analyzing the con-
tribution patterns to that of analyzing the root causes of the crisis and modeling the 
paths migrants take, informed by data.

4.1  Concept graphs

As noted in Sect. 2, there are many factors that cause the mass migration of refu-
gees. Social media such as Twitter provides a way to explore this from the bottom up 
(i.e., user-contributed information) in the form of text narratives as shown in Fig. 10. 
Through data mining techniques, we can identify actors, locations, and concepts 
with respect to the refugee crisis. An actor can be broadly defined as a twitter user, 
locations can be derived from the tweet meta data, and concepts (i.e., keywords) that 
frame the narrative can be derived through the identification of named entities using 
a reference ontology, in this case DBpedia (Auer et al. 2007, dbpedia 2017). Read-
ers wishing to know more about this process are referred to Stefanidis et al. (2017). 
Through the collection of tweets (using the keyword search “refugee”) via the Twit-
ter API feed, a retweet analysis and subsequent concept graphs were constructed to 

Fig. 10  A concept graph illustrating the associations between a keyword related to root factors of mass 
migration such as poverty (“welfare”) to other keywords, as they appear in our Twitter data corpus. The 
color of the node refers to specific themes: locations (green), actors (dark red), topics (red), entities 
and individuals (blue), concepts (white), and events (yellow). Red edges represent active associations 
between terms; gray edges represent inactive associations between terms (color figure online)
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explore the frequency and interconnections between locations (green), actors (dark 
red), topics (red), entities and individuals (blue), concepts (white), and events (yel-
low) in Fig. 10. In this figure, the size of the node reflects how frequently a particu-
lar term was encountered in the data corpus and the edges between nodes are either 
red or gray. Red links are directly related to specific terms (e.g., terms frequently 
appearing in the same tweet) and gray edges represent co-occurrences of words 
which have not been clustered in the same topic. Such analysis allows for the key 
concepts that have been captured within the Twitter narrative for the Syrian refugee 
crisis. These include the root conditions such as welfare (Fig. 10). Examples of other 
concept graphs are provided in the online resources of this paper.

4.2  Modeling refugee movement

Moving beyond data analysis, there is also the question of how such data can be 
used for modeling. For example, can the number of migrants and their paths be 
predicted? While migration models have a long tradition in the geographical sci-
ences (e.g., Stillwell 1978), there are few that have been constructed using struc-
tured and unstructured data formats. Through the growth of VGI, we now have at 
our disposal information not only on the factors that cause migration (as highlighted 
in Sect. 4.1) but also information about the camp sites and pathways that migrants 
use and activities and processes they utilize during their migration (as highlighted in 
Sect. 3). Through such data and analysis, we now have the opportunity to construct 
highly detailed individual-based models of migration whereby individual micro-
level agents with diverse behaviors can provide insight to macro-level patterns of 
movement (Crooks et al. 2018; Hübl et al. 2017, Edwards 2008). A recent example 
application of a geographically explicit agent-based model is shown in Fig. 11. This 
open source model was created to explore individual movement pathways for the 
current Syrian refugee crisis utilizing open data on the number of refugees, camp 
sites, and migration pathways across the Middle East, north Africa, and Europe. The 
sources of these data included UNHCR, IOM, and OSM, and the individual goal 
selection for each agent was set in accordance with the theory of intervening oppor-
tunities (Stouffer 1940). Based on these data, the model was then calibrated using 
a parameter sweep approach. (Details about this model are available in Hu 2016.) 
Results from such a model could provide guidance for policy and humanitarian deci-
sions. For example, such models could be used to explore “what if” questions, e.g., 
if a certain border is closed, how will the refugees change their routes, and where 
should humanitarian agencies place aid centers?

5  Discussion and concluding remarks

In this paper, we used the recent mass migration that resulted from the ongoing Syr-
ian humanitarian crisis to showcase the type of migration-relevant information that 
can be harvested from VGI and social media. The information that is gleamed from 
such sources, complemented by traditional open data resources, can provide rich 
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information on migration processes as they occur. When collected in fine spatial, 
temporal, and thematic resolution, such information can lead to a better understand-
ing of migration and can inform the broad and diverse stakeholder communities that 
are involved with this issue. However, along with the opportunities to do so, there 
are also several key challenges that are associated with using VGI and AGI sources. 
Below we address three such challenges which we believe are essential in the con-
text of the use of crowdsourced data from mass migration, along with a discussion 
on the key benefits of utilizing crowdsourced information in the context of mass 
migration.

With the increased use of VGI and social media, data quality has emerged as a 
key concern. A number of researchers have addressed the relative quality of geo-
graphical crowdsourced data sets by comparing VGI to corresponding authoritative 
data sets (Haklay 2010; Dorn et al. 2015; See et al. 2016). In a similar manner, other 
crowdsourced data sets such as Wikipedia, blogs, and microblogs can also vary in 
terms of content quality (Kittur and Kraut 2008). Quality issues are related to a vari-
ety of factors, including positional accuracy, completeness, quantitative and qualita-
tive attribute values, and generalizations (Fonte et  al. 2017). At the same time, it 
should be recognized that traditional data sources are also affected by data qual-
ity issues. UN agencies, governments, and some NGOs have long been providers 
of migration- and refugee-related data. However, such data can often be affected 
by count inconsistencies and classification subjectivity (Nature 2017; Dijstelbloem 
2017).

However, the same principle of the “wisdom of the crowd” that has served as 
the foundation of crowdsourced efforts could also be applied to the availability of 
diverse crowdsourced platforms. By integrating multiple such sources, we are able 

Fig. 11  An agent-based model of migration: top: the spatial environment, where the lines represent 
migration pathways, and the nodes represent number of migrants. Purple nodes represent final destina-
tion sites, red nodes show migrant deaths, and green nodes show migrants en route (source: Hu 2016)
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to alleviate the accuracy shortcomings of each, as we showed in Sect. 3.4. One could 
argue that this is an extension of the concept of the wisdom of the crowd to the 
wisdom of multiple crowds. Furthermore, the gap between authoritative and crowd-
sourced data is becoming narrower and blurred. Authoritative data providers are 
increasingly becoming active participants in the creation and promotion of crowd-
sourced data as well, as we observed in Sect. 3.3 regarding the humanitarian blogs 
and Twitter feeds from organizations such as the UNHCR and Red Cross. Therefore, 
the complementary use of these data sources can support the validation and verifica-
tion of their content (see Antoniou et al. (2016) regarding land cover mapping).

Another challenge relates to data bias. As VGI and AGI rely on crowdsourced 
efforts, such data can be affected by bias, which can arise from the digital divide 
(Norris 2001; Van Deursen and Van Dijk 2014). For instance, spatial disparity has 
been documented regarding user contribution of VGI data (Yang et al. 2016), while 
social media has been shown to have a spatial disparity, gender, and geographically 
dependent race/ethnicity bias (Mislove et  al. 2011). There are also limitations in 
demographic information based on census that include static aggregated snapshots 
in time, coarser scale, low periodicity, fixed locations, limitation on nighttime or 
daytime collected data, and lack of information on moods (Crooks et al. 2015). Fur-
thermore, bias regarding the perception of mass migration can emerge due to exter-
nal factors. For example, public awareness of migration flows in Europe has been 
found to be inexact and variable due to media influence (Brovelli et al. 2017). As a 
result, such bias factors can propagate into the crowdsourced data, e.g., by focusing 
on certain geographical locations or on specific populations more than others. While 
this may, at least in part, be mitigated through the integration of diverse data sources, 
further research into the impact and mitigation of such bias factors is required.

A third challenge relates to the agility of both traditional and crowdsourced data 
generation. The use of crowdsourced data offers an obvious advantage in compari-
son to their authoritative counterparts in terms of their ability to provide near real-
time information about mass migration over space and time. However, the dynamic 
nature of the data, along with its production rate and heterogeneity, poses big data-
like challenges regarding the timely processing and analysis of high volumes of het-
erogeneous data streams, and the dissemination of the derived information from it. 
Similarly, in the realm of traditional data sources, governments and large organiza-
tions around the world have recognized the need to develop big data applications to 
support key government operations and functionalities (Kim et al. 2014).

Notwithstanding these challenges, we believe that the potential benefits out-
weigh these challenges. As stated earlier, migration-related information is a 
commodity, especially so during complex and challenging processes such as 
mass migration (Wall et  al. 2017). Humanitarian agencies and organizations 
are increasingly relying on up-to-date information for their actions (Palen et  al. 
2007), and in that sense, timeliness is emerging as an additional parameter of 
the overall data quality. Arguably, this is an area where crowdsourced data show 
a clear advantage compared to more traditional sources. Furthermore, the par-
ticipatory nature of the crowdsourced paradigm is uniquely suited for refugees, 
who find themselves physically stranded but struggle to avoid information depri-
vation (Watson et al. 2015). Toward that goal, mobile devices and the apps they 
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support are becoming essential during refugee migration, ensuring connectivity 
to family and friends, and finding critical information to aid their migration and 
settlement (Rao 2015). Advancing this paradigm, humanitarian organizations are 
increasingly providing GIS training and resources to refugees. In Camp Za’atari 
in Jordan, for instance, formal GIS training has been provided to refugees to 
assist the community with safety, planning, and decision making in the alloca-
tion of resources and infrastructure (Tomaszewski 2017). In turn, such data can 
also inform refugees arriving to a camp about the availability and location of key 
facilities and services (e.g., as shown in Fig. 4).

In the broader context of mass migration, there is little doubt that migration-
related data will become even more essential than they already are today. Such data 
are required in a myriad of application areas, from informing decision-making pro-
cesses, to monitoring and early detection of increased risk to migrants’ well-being 
and mass migration modeling and forecasting. However, these data requirements 
often remain largely (and in some cases entirely) unmet, resulting in a critical data 
gap. Furthermore, given the increased complexity of the factors that trigger and 
intensify mass migration processes, in terms of both their scope and their granu-
larity, the mass migration data gap is continually widening. The need for resolving 
this gap has been well recognized: a recent UN resolution on the global agenda for 
sustainable development for the year 2030 (United Nations 2015) has identified data 
as a systemic issue for global sustainable development. Moreover, it has called on 
nations to significantly increase the availability of high-quality, timely, accessible, 
and reliable disaggregated data on migratory status and geographical location in 
developing countries by 2020. Similarly, a recent report by The World Bank (2017b) 
has specifically identified data availability, quality, and reliability, as critical for 
managing large forced displacement events. The report has called for a substantial 
coordinated effort to enhance the availability, reliability, and comparability of data 
on forced displacement. The report also identified a need for nations to move toward 
an open data paradigm through coordination of collection efforts and harmonization 
of multiple data sources.

Forecasting the number of future refugees in the world is difficult. The processes 
and factors that lead to mass migration are often volatile and can be influenced by 
unexpected trigger events. However, given the increase in the number of refugees 
and asylum seekers around the world over the last several years (UNHCR 2016), 
it is likely that the challenge of collecting data related to mass migration and refu-
gees will become even more significant. Given the potential of currently existing 
open and crowdsourced data—and in particular VGI and AGI—as showcased in this 
paper, and given their rapidly evolving nature, we believe that such data will increas-
ingly play a vital role in filling the mass migration data gap in the next 10  years 
and beyond. Within a narrow scope of studying mass migration, VGI and AGI can 
provide essential data regarding camp sites and pathways between sites, as well as 
information about the conditions and activities on the ground. In the broader scope 
of studying mass migration, such data can inform the nexus of a larger scientific 
inquiry to develop a better understanding of the roots, evolution, and consequences 
of mass migration in the environmental, economic, social, cultural, and behavio-
ral dimensions. Ultimately such data can pave the way to a new cross-disciplinary 
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migration information science, which will adopt a much-needed holistic approach to 
the study of mass migration.
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